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I n t r o d u c t i o n

The concept of a network for storage is not a new
one. Before the terms ‘storage area network’ (SAN)
and ‘network-attached storage’ (NAS) became
commonplace, mainframes and, later, simple file
servers have been executing ‘network storage’ for
years. Of course, it was not quite in the form that we
recognise today, but it was certainly a kind of
networked storage. In fact, the very concept of
transferring data over a wire, which is fundamental to
network storage, is older than ‘networking’ itself.

Looking back in history shows us that one of the
primary drivers for growth in both economic and
technical terms has been the pursuit of trying to do
more for less. If we understand this very important
point, then all other predictions of trends and
evaluations on technologies can be put into their
proper focus.

T h e  A d v e n t  o f  F i b r e  C h a n n e l

Fibre Channel (FC) was invented primarily to
transfer small computer system interface (SCSI)
commands and data over longer distances and 
with more flexibility than SCSI. Ethernet was
disregarded at the time because it was neither fast
enough nor suitable for such functions. Today, FC
has finally come into its own. The explosive growth
of the Internet and applications like customer
relationship management and enterprise resource
planning have been supported, in part, by the ability
of storage to scale. 

However, its adoption has not been as widespread as
many had hoped. There was even a time when
people talked about running Internet Protocol (IP)
over FC, but this is not the case anymore. The
deployment of SANs has not increased as fast as the
analysts had predicted. Of course, this is due, in part,
to socioeconomic events and downturns. However,
the question still remains of whether we really can do
more for less.

To deploy an FC SAN, new switches, new cable
plants, new network interface cards (NICs) (which

are known as host bus adapters (HBAs) in the SAN
world), new analysers and new or retrained staff, etc.,
are required. Questions therefore arise concerning
whether it is worth it and whether you really are
doing more for less. 

T u r n i n g  B a c k  t o  E t h e r n e t  

People started looking back to Ethernet and asking
if it could do the job. The Ethernet community had
not been sitting idle, but had continued
development, increasing performance, reliability
and, most importantly, adding functionality. Fast
and Gigabit Ethernet (GE) appeared, and now,
10GE is on the horizon. An even more exciting
development is the new multilayer switches. Ten
years ago, Layer 3 (and beyond) switching at wire
speeds was not thought possible. Using Ethernet for
storage may therefore seem like a good option
because it is well known, cheap NICs can be used,
network analysers are already implemented and the
same cable plant and switch and router management
platforms can be shared. 

However, the truth is that it is not as simple as that.
A lot of work needs to be done. New protocols, new
data transfer mechanisms and so on are all required.
Given this challenge, the industry rose to the
occasion and produced a plethora of protocols to fill
this gap. The two leading core protocols are Internet
SCSI (iSCSI) and Fibre Channel over IP (FCIP).
While they may seem to compete, they actually meet
different needs. FCIP is needed for bridging FC
SANs over an IP-based network, while iSCSI is
more for storage over an IP network. However,
adoption has been slow. IBM has even stopped
shipping its iSCSI-based 200i disk array. 

To understand the quandary that those dealing with
Ethernet storage are in, a closer look at the
technologies that are being developed is required.
iSCSI is probably the leading contender and allows
the deployment of pure Ethernet SANs without the
use of FC. However, its performance has been
anything but stellar. It has been a struggle to get
iSCSI to match even half of FC’s capabilities, not
even considering the wide area. 

Ethernet and Inter net Protoco l -based Network S torage 
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Ethernet and Inter net Protoco l -based Network S torage

To solve this problem, companies are now developing
hardware acceleration tools such as Transmission
Control Protocol/Internet Protocol (TCP/IP) offload
engines (TOEs) and even iSCSI HBAs. These new
developments are necessary to push iSCSI to
comparable FC speeds. Alternatively, some point to

10GE as the enabler for deploying iSCSI and Ethernet
SANs. However, the reality is, with all these add-ons,
are you really doing more for less? 

TOE and iSCSI HBA manufacturers point to the
cost savings to be had by using Ethernet switches

Figure 1: HyperSCSI has High Performance
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instead of FC-based switches, and the fact that TOEs
and iSCSI HBAs will reduce in cost as adoption
increases. However, detractors still point to the
possibility that Ethernet cannot really handle storage.

T h e  R e a l i t y

For people to really get more for less, they must be
ready to change their mindsets. For example, if
TCP/IP is really the bottleneck for storage over
Ethernet, then they should determine whether they
really need it and whether to cease using it. Of
course, for certain wide area connectivity
applications, for example disaster recovery, a solution
like iSCSI may be suitable. 

Long-distance tests have been conducted successfully,
demonstrating iSCSI storage between Israel and
California. However, in fact, most SAN
implementations are not for use in wide area, long-
distance applications. If they were, FC would have
already died out by now since FC is itself also a local
area networking technology that needs something like
FCIP to bridge the router divide. Eliminating TCP/IP
would eliminate the need for hardware accelerators
while still achieving high-performance Ethernet SANs.
A positive side effect of eliminating TCP/IP is that the
disk array providing Ethernet SAN cannot be hacked
from the Internet. In addition, disaster recovery can
also be achieved through the use of caching, file
synchronisation and other such technologies, as
opposed to pure storage or SCSI-type data transfers.

Another important factor is that Ethernet vendors have
more experience in the field of data transport over a
network than FC. As more and more SANs and disk
arrays are deployed, the SAN itself will soon face
problems such as congestion, concurrent access and so
on. Ethernet has faced all these problems before and has
a long history of supporting many nodes on the same
multiprotocol, multiplatform network simultaneously,

something that is very well understood in the Ethernet
world, but not yet ‘truly’ explored in FC. 

In addition, Ethernet vendors do not really view
storage networks as a separate issue. To them, it is just
another application, like Voice over IP. 
As mentioned previously, Ethernet companies are
well accustomed to adding new features and functions
to existing Ethernet solutions. Thus, when a new
technology or paradigm appears, they can react faster. 

A case in point is the development of Cisco’s
Andiamo, with additional capabilities for multilayer
switching and even on-board storage virtualisation.
Many people dealing with storage seem to
underestimate the Ethernet community’s ability to
adapt and develop powerful solutions that meet
extremely diverse requirements. Without this ability,
they would not have survived for this long.

Finally, Ethernet-based storage gives rise to entirely
new applications and markets. For example, only
through Ethernet-based storage can one think of using
wireless LAN for storage, for example using a wireless
hard disk drive (HDD) or compact disc rewritable
(CDRW) for a laptop instead of a USB or Firewire. 

T h e  A d v e n t  o f  E t h e r n e t  S t o r a g e

The truth is, tomorrow’s reality of Ethernet-based
storage is already here. Research laboratories like the
Data Storage Institute (DSI) have been developing
innovative and cutting-edge technologies, prototypes
and demonstrations that show conclusively that
Ethernet-based storage and Ethernet SANs are viable
and cost-effective. 

One result of this work is the new open source
network storage protocol named HyperSCSI. It is
unique in that HyperSCSI does not use TCP/IP 
as a foundation for communications. However, it is
simple to use, easy to deploy and does not need
additional name servers or complex authentication
schemes. It even has 128-bit encryption built in. 
Best of all, HyperSCSI provides 100MB/s of
sustained data transfer speeds over GE (without
needing to rely on caching), which is comparable to
FC, but using only common, off-the-shelf hardware,
software and switches. 

In addition to just raw speed, prototypes developed
by DSI using HyperSCSI are demonstrating new
applications like wireless access to a DVD drive 
for video and audio playback. With such new
developments, it is no wonder that there is a renewed
sense of optimism for the network storage industry.

So, Ethernet storage is not coming, it is already here,
and, yes, you will get more for less. ■
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Figure 2: HyperSCSI on Wireless LAN
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