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Can | do More for Less?

= University of California at Berkeley - 2001
= 12 Exabytes in mankind’s history to date
= 12 more Exabytes in next two and a half years alone!

FrCrCrCe 3 100Gbit/in?

?{:.—-:; M | (2002)

250 hours of video

Video or
80,000+ songs




Network Storage to the Rescue!
But Does Network Storage REALLY Help?

Definitions

LAN - Local Area Network

DAS - Direct Attached Storage
NAS - Network Attached Storage
SAN - Storage Area Network

LAN

SAN

NAS

DAS

_Switch

_Switch

Tape

— | Library

Disk
Array

Components

Servers

Storage systems (eg. disk
arrays, tape libraries, etc)
Interconnect technologies (eg.
fibre optic cables, switches etc)

Host-bus Adapters (HBA),
Network Interface Cards (NIC)

System and Data Management
Software



Why Build a SAN?
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Source: Aberdeen Group,
January 2002

The truth is, there is NO killer app, so stop waiting for one!
But there are plenty of reasons to adopt Network Storage!

Data Storage
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Industry Forecasts — Comparisons
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Asia/Pacific Disk Storage
Terabyte Shipments,
2000-2006
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Industry Forecasts — Comparisons
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Asia/Pacific CAGR
Forecasts, 2001-2005
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Trends in Storage Price Erosion
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Industry Forecasts — The Difference

= What is the effect of the current economic
climate on the storage business?

= Storage growth has not been halted, merely delayed
(by about one year)

= At the same time, the cost of storage is dropping

about 35% per year but will still stablise over the long
term [ Asia Pacific 2002]

= Conclusion: The cost of storage systems has not
really dropped (other than due to newer high
density HDDs) — some kind of technological
advancement Is needed
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So How?

Innovate!

. . . and think of
new ways to do
old things.

& 1598, Michigan Live Inc. All rights reserved.

When fish bungee jump.

5 Data Storage
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Building a SAN

IBthethehnel
ASAN Ethernet
/ | LAN

= Fibre Channel is (currently)
expensive and complex

= SAN # Fibre Channel
= Why not use Ethernet?

I




“Ethernet the World!”

End-to-End Ethernet Connectivity

Ethernet in the Campus

Ethernet Access to MAN 10 Gigabit Ethernet
e enables End-to-End Seamless
— - . LAN-MAN-WAN Integration

R\

Wide Area- %
ptical Network
0C-192)

Ethernet in the WAN

Ethernet in the PoP
Ethernet in the MAN

NERTEL
ﬂ Eﬁmxs
Data Storages
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Combine Two Worlds . . .

Fibre
Storage scsi-3 —» Channeli: FC-2G, . ..
iSCSI FC-IP But
M CIFS, DAFS, . . . Why?
Network Ethernet —» TCP/IP —> N,:S/v y

\ —® SANFS, GFS, . ..
FTP —» GridFTP, . . .

File Systems, Ratabases, “Fdisk”, etc... /

Application

Presentation

Session

Transport

Network

Data Link

Physical Hardware

OS] Model Fibre Channel ISCSI

Data Storages
Irestifuie

A*ETAR



A*ETAR

.. . And Think Out of the Box

Fibre
Storage SCSI-3 — channel— FC-2G, . . .
\A

NEW ? iSCSI FC-1P Can

Network cth V>CP/|P __w CIFS, DAFS, . .. This
t t —>» —>
emne NFS —, SANFS, GFS, . .. Be
FTP —» GridFTP, . . . Done?
/
Application File Systems, Databases, “Fdisk”, etc... /

Presentation

Session

Transport = /
Network

Data Link

Physical Hardware

OS] Model Fibre Channel ISCSI

Data Storages
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Yes, It Can Be Done!

HyperSCSI

Ethernet Frame / IP Packet

The transmission of SCSI commands & data across
a network and multi-technology device support

Destination | Source
Ethernet | Ethernet | Protocol HyperSCSI Data Payload

Address Address

Checksum

/

N\

HyperSCSI HyperSCSI Protocol
Header Command and/or Data

2 3 bytes
A

Access storage
over a network

a Data Storages
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s HyperSCSl is anew

Network Storage Protocol

= Transmit SCSI commands and
data over a network

= High performance, secure,
simple, low cost solution

= Runs directly on Ethernet (No
TCP/IPY)

S
HyperSCSI Architecture

HyperSCS1 Host HyperSCSI Target (pisk Array)

(Application Server)

| Application | PaaMiing || Fiosnaring || Wb |
‘ Operating System ‘ ‘ MCSA Micro-OS ‘
‘ Storage Subsystem ‘ HyperSCSI ASC and Management ‘
HyperSCSI Logical HyperSCSI Logical
Storage Interface Storage Interface

HS/IP HS/IP Device Data
HS/eth HS/eth || control Transport
1P 1P Functions Functions

‘ Network Driver ‘ ‘ Network Driver ‘ / \\’,{ \

Network Card Network Card ‘ [vo |

| | ‘ Physical Device ‘

= Multi channel load-balancing fault-tolerant
AL Wireless / Fast / Gigabit Ethernet Network
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High Performance

GE-JUMBO-UNI-RAIDO

Data Rate on Channel (MB/s) T NFS

L s 100MB/s sustained data transfer
speeds for both block and file,
more than 60% faster than NFS
and iSCSI protocols in
comparative benchmark tests

120
|

100

"
a 3 - GE-JUMBO-UNI-RAIDO .
s © File Performance o NFS
o miScCsI
. S | HyperSCSI
Q-

120
|

100

Benchmark - dd Benchmark - cp

80

MB/s

60

Tests conducted on a clean Gigabit Ethernet network with
Jumbo frames, single initiator and target, 8 hard disks
configured in RAIDO and using only common off-the-shelf
hardware and software without special tweaks or optimisations.

o
5 = Benchmark - cp Write (MB/s) Rewrite (MB/s) Read (MB/s) Reread (MB/s)
Llata Storage

40

20
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SAN Islands are a Reality

More than ane ™ Most organisations
Three 40% preparing or considering
8% iImplementing SANS,
should take into
account adding new
“Independent” SANS In
the future

Tgie WG = Most SANs are “Local”
14% in nature

Number of SANs Deployed in " Why do y_ou need IP to
Respondents’ Organizations go Iong distance? (for
most people anyway)

a a Source: Aberdeen Group, January 2002
A=5TAR g
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Secure Storage

r" C:\My Documentzihacking-log_txt - Yiewer

Filez Edit Search “iew Option: Coding Help

fvar/log/messages

Hov 18 84:82:81 nst syslogd 1.4-8: restart.

-——->» Hacker 3tart

Hov 19 B4:18:59 nst ftp{pam _unix)[2?8988]: check pass; user unknown

Hov 19 B4:18:59 nst Ftp{pam _unix)[208988]: authentication failure; logname= uid=8
euid=8 tty= ruser= rhost=AMarseille-181-1-1-243.abo.wanadoo.fr

Hou 19 84:19:81 nst ftpd: AMarseille-181-1-1-243_abo.wanadoo.fr: connected: IDLE
[20988]: failed login from AMarseille-181-1-1-243_abo.wanadoo._fr [193.252_177_243
1

Hov 19 B4:19:12 nst ftpd: AMarseille-181-1-1-243 _abo.wanadoo.fr: connected: IDLE
[28988]: lost connection to AMarseille-181-1-1-243 _abo.wanadoo.fv [193_.252 _177_24
3]

Hov 19 84:19:12 nst ftpd: AMarseille-181-1-1-243_abo.wanadoo.fr: connected: IDLE
[28988]: FTP session closed

—-——-» Hacker 3top

-——-> Hacker 3Start

Hov 28 A3:48:81 nst Ftpd[23171]: ACCESS DEHIED (not in any class}) TO AMarseille-1
81-1-1-243.abo.wanadoo.fr [193.252.177.243]

Hou 28 83:48:81 nst Ftpd[23171]: FTP LOGIH REFUSED {access denied) FROM AHMarseill
e-101-1-1-243 _abo.wanadoo . fr [193.252 _177_.243], anonymous

Hou 28 83:48:82 nst Ftpd[23171]: FTP session closed

—-——-» Hacker 3top

5l AW

This can’t happen to your storage, I1FE your storage doesn’t have TCP/IP

A=ETAR



Is This for Real? Yes for Corporates!

Storage Area Networks (SAN) and Network
Attached Storage (NAS)

Information Continuance, Performance,
Security and Reliability




Is This for Real? Yes for Consumers!

Wireless Network Storage

Personal and Home Networks
Consumer Electronics

Entertainment and Content Distribution
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Conclusion

= Some key points:

= New Technologies like HyperSCSl, i1ISCSI, TOE, ISCSI
HBA, blah, blah, blah

= New applications for Network Storage like Wireless
LAN, Home Networks, Personal Networks

= Lower costs, ease of use, network storage for
everyone!

Ethernet Storage is NOT coming,
It's already here!

And yes, you WILL get more for less

a Data Storage
A=ETAR



Thank You

http://nst.dsi.a-star.edu.sg/mcsa/

MC3A

Modular €
Storage Architecture
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